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The generalized tight-binding molecular dynamics (TBMD) method is used to study the atomistic and
mechanical properties of the nanoscale materials and the calculated properties are compared with
those of the corresponding bulk materials. We report that the thermodynamic and mechanical prop-
erties of the nanoscale materials are quite different from those of the corresponding bulk materials.
For instance, it has been found that the excess energies of dislocations in the small crystallites are
very small and often take negative values due to the atomistic "image effects". The edge dislocation
in the carbon nanotubes, whose core is characterized by a pentagon-heptagon pair is found to act as
a center of the stress concentration and contribute to the peculiar nanoplasticity in the quasi-one-di-
mensional (1D) cylindrical structures. Using the path probability method (PPM) in the statistical
physics, we also study the growth and microstructure of strained SiGe deposited films on Si(001) sub-
strate, taking into account the composition gradient and influence of the strain filed at the hetero-
junction.

1. INTRODUCTION

Recently, there has been a great interest in the study of nanoscale materials since they provide us a
wide variety of academic problems as well as the technological applications [1−12]. In particular, the impor-
tant experimental findings in this field are the discovery of carbon nanotubes and the discovery of supercon-
ductivity in the alkali-metal doped C60 system. The properties of clusters and fine particles are generally quite
different from those of the bulk materials, e.g., in magnetism, catalytic activities, elastic properties, and opti-
cal properties. The discovery of carbon nanotubes (CNT) by Iijima [3] and subsequent observations of CNT’s
unique mechanical and electronic properties have initiated intensive research on these quasi-one-dimensional
structures. CNT’s have been identified as one of the most promising building blocks for future development
of functional nanostructures. One of the purposes of the present paper is to investigate the plasticity of mate-
rials with quasi-1D structures using the quantum generalized tight-binding molecular dynamics (GTBMD)
scheme of Menon and Subbaswamy [8−11]. In addition, we also calculate the atomic configurations and elec-
tronic states of C and Si clusters including extended defects (dislocations and/or grain boundaries) [13] and
compare the mechanical properties of the nanoscale crystallites with those of bulk materials.

In the second part of the present study, we investigate the junction relaxation processes of semicon-
ductor heterostructures like SiGe/Si(001) [14−19] and ZnSe/GaAs(001) systems [20−22]. The thermodynamic
stabilities of the semiconductor heterostructures will be investigated by using the tight-binding (TB) orbital
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peeling method and the path probability method in the statistical physics [23−25]. It will be shown that the
junction relaxation exhibits the characteristic features, e.g., overshooting and uphill diffusion along the chemi-
cal potential gradient depending on the temperature and relative magnitude of the effective pair interaction
energies.

2. PRINCIPLE OF CALCULATIONS

2a. TBMD Method. For performing the molecular dynamics simulations, we use the total energy
calculation procedure based on the TB electronic theory. The total energy of the system is assumed to be
given by a sum of two terms [8−11]:

U = Uel + Urep =  ∑ 
k

 εk + (1 ⁄ 2)  ∑ 
ij

 φ (rij) , (1)

where Uel is the band structure energies εk for the occupied states and Urep represents the remaining repulsive
energy contribution. Here rij is the separation of atoms i and j. The repulsive potential φ(r) is taken to be
short ranged and varies exponentially with the interatomic distance. For treating the nanoscale semiconductor
crystallites, we will use the minimal parameter generalized tight-binding molecular dynamics scheme of
nonorthogonal basis [8−11]. For the GTB scheme, the characteristic equation to be solved is written in a
matrix form as

(H − EnS) Cn = 0 , (2)

where H and S are the Hamiltonian and overlap matrixes, respectively and Cn is the column vector of LCAO
coefficients. Evaluation of (2) is expedited by the use of the Cholesky factorization in which the overlap
matrix S is factored into S = BB+. This factorization is always possible provided S is positive definite. The
method has been found to be very reliable in obtaining good agreement with experimental results for the
structural and vibrational properties of fullerenes and nanotubes [8−11].

Furthermore, for treating the large-scale systems containing more than 1000 atoms, we will use the
nonorthogonal density matrix (DM) scheme [26]. The DM in a nonorthogonal basis is introduced by defining
the two quantities

X
__

 = S−1 X
__

 S−1 ,   ρ
__

 = 3X
__

SX
__

 − 2X
__

SX
__

SX
__

 (3)

as alternative representation for the trial and physical DM, respectively. In terms of X
__

 and ρ
__

 the particle
(electron) number becomes

Nel = Tr [(3X
__

SX
__

 − 2X
__

SX
__

SX
__

) S] , (4)

and the energy functional is written as

Ω = Tr [(3X
__

SX
__

 − 2X
__

SX
__

SX
__

) H′] . (5)

In order to achieve linear scaling, a cutoff radius (Rc) is postulated beyond which all elements of the trial
density matrix are set to zero. This leads to a sparse density matrix, which gives linear scaling.

The present TB theory involves the following six parameters for elemental semiconductors: the diago-
nal matrix elements (atomic term values) εs and εp; the covalent radius (d0

 ⁄ 2); the interaction fall off rate α;
the nonorthogonality constant K; and the repulsive coefficient χ0. Of these, εs, εp, and d0 are set a priori from
Harrison’s work, and are not adjusted. The four two-center hopping integrals Vλλ′µ are derived from the di-
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mensionless universal parameters through a prescription given by Harrison, and have the values Vssσ =
−2.37 eV, Vspσ = 2.52 eV, Vppσ = 3.32 eV, and Vppπ = −1.07 eV for Si. Thus, in our scheme there are only
three adjustable parameters, α, K, and χ0. These can be fitted simply either to a dimer or the crystalline solid
for experimental bond length and frequencies.

2b. Path Probability Method. In this subsection, we focus our attention on the relaxation process of
the semiconductor heterostructures. To study the interface disorder, we use the path probability method
[23−25]. The essence of PPM in the statistical physics will be outlined below. We work with a binary system
with vacancies, and i = 0, 1, and 2 are used to designate a vacancy, an A atom and a B atom, respectively.
We use the state variables and the path variables, which are defined as follows. The variables which specify
the state of the system at time t are called the state variables, and we use point variable xn(i; t) and pair
variable yv(i, j; t), where i and j are 0, 1 or 2, xn(i; t) is the probability of finding a species i at an nth lattice
point at time t, whereas yv(i, j; t) is the probability of finding i at an nth point and j at an adjacent (n + 1)th
point at time t.

In the PPM procedure, the path probability function (PPF) is given in terms of the path variables, and
then we maximize the PPF to derive the most probable path relations, to obtain the differential equations to
describe how the system changes in time.

The PPF P is made of three factors: P = P1, P2, and P3. P1 is for the jump probabilities including
the common activation energy contribution, P2 is for the activation energy contribution, it depends on the
initial energy level and does not depend on the final energy. P3 is for the number of way and needs careful
counting near the surface. In the following equations, N is the number of lattice points for each n plane, and
2N is the number of bonds for each ν position.

First, P1 is given as

ln P1 (t; t + ∆t) = 2N  ∑ 
i

 ln (∆t Θi)    ∑ 

ν≤ns−1

   (Yν (i0; 0i)u + Yν (0i; i0)d) , (6)

where ns denotes the topmost surface layer of the deposited film. The subscript "u" is for an upward jump of
an atom, while "d" is for a downward jump of an atom. 

Here it is noted that P1 is written in terms of the exchange variables and Θi is defined by

Θi B θi exp (− βUi) . (7)

This includes the oscillation frequency θi, that is also called the attempt frequency, of an ith atom and the
activation energy Ui, which is for an ith atom to jump into a neighboring vacancy, measured above the 0
level of the pair energy εij.

The second factor P2 is for the energy to be supplied from the heat bath, depending on the initial
energy level. It is written as

P2 (t; t + ∆t) = exp (− β∆Esupplied ) . (8)

We write the energy to be supplied for breaking an i−j bond as εij(ν) (> 0), so that

∆Esupplied = 2N  ∑ 
ij

 [{   ∑ 

ν≤ns−1

   εij (ν) 


2Yν (ij; 0j)d + Yν (ij; 0j)u + Yν (ij; i0)d




 +

+ ∑ 

ν≤ns−1

   εij (ν) 2Yν (ij; 0j)u}right] . (9)
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In this expression, we made εij(ν) to depend on the position of the layer. Here it is noted that the pair interaction
energies εij depend sensitively on the location of the atomic planes with respect to the interface plane, due
to the existence of the mismatch strain, interface defects, and layer-dependent alloy compositions. For thin
films with a larger equilibrium lattice constant than that of the substrate, like ZnSe/GaAs, GaAs/Si, and
GexSi1−x/Si(001) systems, a tetragonal distortion occurs under biaxial compression parallel to the interface.
This results in an increase of the lattice constant aM perpendicular to the interface aM = [1 − (2C12

 ⁄ C11)εxx]a0,
where a0 denotes the equilibrium lattice constant of the epilayer material.

The third factor P3 is the degeneracy number and is derived from the CVM pair expression for the
coordination number 4. However, since we have the surface for treating the deposited films, we cannot use
the expression for the infinite systems. We start from constructing the W factor from the correlation correc-
tion factor

P3 (t; t + ∆t) = ∏ 

n≤ns

 Wpt (n; N)  ∏ 

n≤ns−1

 Gpair (ν; 2N) . (10)

Since we take the pair variable as basic, the first factor is rewritten in pairs:

  ∏ 

n≤ns

 Wpt (n; N) = [Wpt (ns; N)]1 ⁄ 2    ∏ 

n≤ns−1

  [Wpt (n; N) Wpt (n + 1; N)]1 ⁄ 2 . (11)

Then (10) is rewritten as

P3 (t; t + ∆t) = [Wpt (ns − 1; N)]1 ⁄ 2 Wpt (ns; N) Gpair (ns − 1; 2N) ×

×  ∏ 

ν≤ns−2

  



[Wpt (n; N) Wpt (n + 1; N)]1 ⁄ 2 Gpair (ν; 2N)



 . (12)

For evaluating Wpt and Gpair, we use the following relations 

Wpt (n; N) B 
N !




Point (n)


 N

 , (13a)

Gpair (ν; 2N) B 




Point (n)


 2N

 


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
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(2N) ! 


Pair (ν)


 2N

 = 










Point (n)



N

 


Point (n + 1)



N

N ! 

Pair (ν)



N








2

(13b)

where {Point (n)}N = ∑ L(xn(i; t)) and {Pair(ν)}N = Π
ij

(Lyv(i, j; t)! with L(x) = X ln X − X.

Then substituting Eq. (13) into Eq. (12) leads to

P3 (t; t + ∆t) = 




Point (ns − 1)


 N

3 ⁄ 2
 


Point (ns)



 N

N !1 ⁄ 2 


Pair (ns − 1)


 N

2      ∏ 

ν≤ns−2

    



 Point (n)


 N

3 ⁄ 2
 



Point (n + 1)


 N

3 ⁄ 2

N ! 


Pair (ν)


 N

2  . (14)

The product part corresponding to the expression for the coordination number 4 is given by
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W [pair] = 



Point


 N

3

N ! 

Pair


N

2  . (15)

The first factor in (12) is to take care of the surface. This leads to the final result for the exchange variable
Y(0i; i0; ν)d:

Y (0i; i0; ν)d = ∆t Θi (ν) yν (0i; t) 
Λν (∗ i) Λν+1 (i

∗ )2

xn+1 (i; t)3  ,   ν ≤ ns − 2 . (16)

Using the similar transformations, we derive the result for Y(i0; 0i; ν)u as

Y (i0; 0i; ν)u = ∆t Θi (ν) yν (i0; t) 
Λν−1 (

∗ i)2 Λν (i∗ )

xn (i; t)3  ,   ν ≤ ns − 2 . (17)

These relations can be understood as follows. In Eq. (16), as i on the (n + 1)th plane jumps downward, the
bonds being broken are one ν bond and two ν + 1 bonds. These broken bonds contribute to the Λν and
Λν+1

2  factors. The denominator is a part of the superposition relation to show that in the initial yν(0i; t) the
(n  +  1)th lattice point is occupied by i. In Eq. (17), as i on the nth plane jumps upward, the bonds being
broken are two ν − 1 bonds and one ν bond. These broken bonds contribute to the Λν−2

2  and Λν factors. The
denominator is a part of the superposition relation to show that in the initial yν(i0; t) the nth lattice point is
occupied by atomic species i.

The point path variables X and the pair path variables Y are defined in a similar way as in the for-
mulation of the semiconductor superlattices. In the PPM formulation, there are no essential differences in the
treatments between the infinite superlattice system and the deposited films on the semiconductor substrates.
The minor difference between them is that in treating the deposited films, there are ns overlayers and semi-
infinite substrate in the initial state. 

We choose the gradient to the <100> direction, and place the surface and deposited films above and
below the substrate. In the initial state, the lattice planes for n ≤ 0 in the substrate are Si-rich and those above
for ns ≥ n > 0 are Ge-rich layers. The surface is on n = ns. The definition of the variables is the same as that
in the treatment of superlattices except for n ≥ ns. We use i = 0, 1, 2 for a vacancy and A and B atoms. Note
that, for example, in Xn(0; i)u an i atom jumps up in the downside bond. After a bit of algebra, one can get
the P3 factor of the path probability function as

∂ (N−1 ln P3 (t, t + ∆t))
∂Y (0i; i0; ν)d

 = 3 


− 2 ln xn (0; t) − 2 ln xn+1 (i; t) + 4 ln Y (0i; i0; ν)d




 −

− 2 


− ln Y (0i; 0i; ν) + ln Y (0i; i0; ν)d




 . (18)

 Then, summing up the terms on P1, P2, and Cλγ, we obtain

∂ (N−1 ln P1 (t, t + ∆t))
∂Y (0i; i0; ν)d

 + 
∂ (N−1 ln P3 (t, t + ∆t))

∂Y (0i; i0; ν)d
 + 

∂ (Cλγ)
∂Y (0i; i0; ν)d

 = 2 ln (∆t; Θi (ν)) − 6 ln xn+1 (i; t) +

+ 2 ln yν (0i; t) − 2 ln Y (0i; i0; ν)d + 2 ln Λν (∗ i) + 4 ln Λν+1 (i∗ ) = 0 . (19)
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This leads to the final result for the exchange variable Y(0i; i0; ν)d

Y (0i; i0; ν)d = ∆t Θi (ν) yν (0i; t) 
Λν (∗ i) Λν+1 (i∗ )2

xn+1 (i; t)
3  ,   ν ≤ ns − 2 . (20)

Using the similar transformations, we derive the result for Y(i0; 0i; ν)u as

Y (i0; 0i; ν)u = ∆t Θi (ν) yν (0i; t) 
Λν−1 (∗ i)2 Λν (i∗ )

xn (i; t)3  ,   ν ≤ ns − 2 . (21)

From Eq. (18), we derive for ν = ns – 1

∂ (N−1 ln P3 (t, t + ∆t))
∂Y (0i; i0; ns − 1)d

 = − 2 ln x (i; t; ns) − 6 ln x (0; t; ns − 1) +

+ 2 ln y (0i; t; ns − 1) + 6 ln Y (0i; i0; ns − 1)d .
(22)

 Combining Eqs. (6), (10), and (22), we obtain

∂ (N−1 ln P1 (t, t + ∆t))
∂Y (0i; i0; ns − 1)d

 + 
∂ (N−1 ln P3 (t, t + ∆t))

∂Y (0i; i0; ns − 1)d
 + 

∂ (Cλγ)
∂Y (0i; i0; ns − 1)d

 =

= 2 ln (∆t Θi (ns − 1)) − 2 ln x (i; t; ns) +2 ln y (0i; t; ns − 1) − 2 ln Y (0i; i0; ns − 1)d + 2 ln Λ (∗ i; ns − 1) = 0 .

(23)

This leads to 

Y (0i; i0; ns − 1)d = ∆t Θi (ns − 1) y (0i; t; ns − 1) 
Λ (∗ i; ns − 1)

x (i; t; ns)
 . (24)

Compared with (20), this expression does not have the factor for the ν = ns bond. The equation corresponding
to (21) is 

Y (i0; 0i; ns − 1)u = ∆t Θi (ns − 1) y (i0; t; ns − 1) 
Λ (∗ i; ns − 2)2 Λ (i∗ ; ns − 1)

x (i; t; ns − 1)3  . (25)

3. RESULTS AND DISCUSSION

3a. Graphene. The discovery of carbon nanotubes with unusual geometric and electronic properties
has generated considerable interest [3−7]. These tubes can be visualized as graphitic sheets rolled up into
cylinders giving rise to quasi-one-dimensional structures. In the present study, the properties of carbon-related
materials are investigated by using TBMD simulations. We first apply the generalized TBMD scheme to the
graphite sheet. Graphite is a prototype sp2 covalent solid, with two atoms in the unit cell and with nearest-
neighbor bond length less than the sum of the covalent radii of the carbon atoms. We obtain a nearest-neigh-
bor bond length of 1.42A°. The computed band structure is in good agreement with accepted band structure
calculations. The dynamical matrix for graphite is calculated by special point averaging in the irreducible
two-dimensional (2D) zone in reasonable agreement with the experimental results. 
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In Fig. 1a, b, we present the atomic structures of quasi-one-dimensional carbon nanowires in the ap-
plied stresses, which are cut in a shape of a "belt" from graphene sheets. One can see in Fig. 1a, b that the
carbon nanowires without defects show the sufficient elongation, i.e., "superplasticity" associated with the
structural phase transformation like the Peierls transition of 1D system. In contrast, the carbon nanowires in-
cluding surface defects like cracks (indicated by > in the figure) show very brittle fracture behavior, as shown
in Fig. 1b.

 We now turn to the discussion of structural defects in more realistic nanoscale materials [4-7]. In
Fig. 2, we present the calculated atomic configurations of c-axis edge dislocation in two-dimensional planar
C151 and C196 graphene clusters. The core structure of the edge dislocation is characterized by the five- and
seven-membered rings in the 2D graphene sheets. In Fig. 2b, we present the atomic configurations of the pair
of edge dislocations in 2D graphene clusters. The core structure of the pair of the edge dislocations is char-
acterized by a pair of pentagon-heptagons. We have found that the pair of edge dislocations is most stable in

Fig. 1. Atomic configurations of quasi-1D nanowires composed of C
atoms without (a) and with surface defects (b).

Fig. 2. 2D carbon clusters C196 and C151 including edge dislocation (a)
and a pair of them (b); CNT containing c-axis edge dislocation (c).
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the configuration of Fig. 2b, and excess energies of the dislocations are further reduced for this configuration.
The excess energies due to introduction of the edge dislocation are also estimated by comparing the energies
of graphene sheets with and without the edge dislocations. In Fig. 3, we also show the relative stability (ex-
cess energies) of the carbon clusters as a function of the size of the clusters Na (number of atoms). The
energy is given in eV/atom units relative to that of C142 cluster without edge dislocations. One can see in Fig.
3 that there are no marked differences in the stability between the clusters with and without edge dislocations.
This indicates that the self-energy of the edge dislocation is very small and may become even negative for
certain clusters. Then, we come to the conclusion that the dislocation can be generated spontaneously without
sizeable activation energy in the small semiconductor clusters. In other words, the semiconductor clusters,
such as the 2D graphene clusters, can be mechanically deformed (rolled up) more easily compared to the
corresponding bulk materials. The continuum elasticity theory also predicts that the elastic distortion energy
of lattice defects depends on the existence of the free surfaces due to the so-called image effect [27], com-
pared to those in the infinite crystals. However, the above-mentioned cluster-size dependence of the self-en-
ergy of the dislocation, i.e., microscopic "image effects", can not be explained within the elasticity theory.

 We now describe the results of the nanoplasticity, uniaxial compression tests, of a single-wall CNT
[11]. The axial compression of a CNT is achieved by keeping the edge atoms of the tube transparent to the
forces generated in the GTBMD method. The positions of the edge atoms are moved axially inward at a fixed
rate to compress the nanotube. As external stress is applied to nanotubes, initial linear elastic deformations
are observed up to a certain critical strain beyond which nonlinear responses set in. In the nonlinear response
regime, locally deformed structures such as pinches, kinks, and buckles have been observed [12]. Under the
compressive stress, the nanotube exhibits the drastic change of the bonding geometry, from a graphite (sp2)
to a loca-lized diamond-like (sp3) reconstruction, at the critical stress (C 153 GPa). In a recent experiment,
large compressive strains were applied to CNT dispersed in composite polymeric films. It has been observed
that there are two distinct deformation modes, sideway buckling of thick tubes, and collapse/fracture of thin
tubes without any buckling. The compressive strain in the experiment is estimated to be larger than 5%, and
critical stress for inward collapse or fracture is expected to be 100−150 GPa for thin tubes. 

Furthermore, it is worth noting that the simulations by the GTBMD method are significantly different
from the previously reported results. For instance, the classical molecular dynamics simulations employing
Tersoff−Brenner potential [5, 17] for the nanotube never plastically deform, even at larger compression. Clas-
sical molecular dynamics simulations, performed for single and multiwall CNT under tensile and compressive
stresses show them to be elastic. 

We also investigate the plasticity of the single-wall carbon nanotube containing dislocations, whose
core is characterized by the pentagon-heptagon pairs. In Fig. 2c, we present the atomic structure of carbon

Fig. 3. Relative stabilities of carbon clusters with ({) and without (o)
edge dislocations. 
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nanotube containing the edge dislocation. One can see in Fig. 2c that a stepwise change of a diameter appears
near the dislocation. We have found that the CNT containing the edge dislocation exhibits the critical stress
far below (D80 GPa) than that (153 GPa) of the CNT without dislocation. The c-axis edge dislocation pro-
vides the efficient center for stress concentration and gives rise to the failure of the CNT. The details of the
plastic flow and failure depend on the symmetry of CNT and will be presented elsewhere.

3b. Nanocrystalline Si. Semiconductor nanoclusters are crystallites of semiconductor material with
diameters between 10 and 100A°. Their atomic structure is similar to that of bulk semiconductor as shown by
x-ray studies and electron microscopy. The optical and electronic properties differ markedly from the bulk
and are strongly size-dependent [28−31]. The size-dependence is evident in the increase in the fundamental
band gap and first absorption energy as the cluster size is decreased. The electronic and optical properties of
nanoclusters are explained qualitatively by assuming that the electrons and holes are confined within the
nanocluster, known as "quantum size" effect [28−31]. 

So far, the atomic and electronic structures of Si clusters have been extensively studied for smaller
clusters DSi20, but little is known about the atomic structures and the related physical properties of the larger
clusters. For instance, Si45 has attracted a lot of attention due to its experimentally known low reactivity to
several molecules compared to most stable silicon surfaces [32]. Five different theoretical models of Si45

(I−V) have been proposed by Kaxiras (I) [33], Pan and Ramakrishna (II) [34], Patterson and Messmer (III)
[35], Jelski et al. (IV) [36], and Rothlisberger (V) [37]. The Si45 cluster found by Rothlisberger et al. using
the Car-Parinello method has 12 dangling bonds and lowest energy among the five structures [37]. Using the
present GTBMD, we have checked that the Si45 cluster of model V is the most stable. However, the definite
conclusion on the relative stability of Si45 cluster has not been given yet. 

In Fig. 4, we show the atomic configurations of nanoscale Si95, Si76 and Si165 clusters. The initial
structure of a Si95 cluster is cubic shaped and (001) faceted, i.e., all surfaces are covered with (001) surfaces,
while those of Si76 and Si165 clusters are (111) faceted. i.e., covered by (111) surfaces. In the relaxed configu-
rations, all of these Si clusters retain the symmetry of the initial unrelaxed cluster structures. One can see that
there are volume shrinkage of the order of D20% for the Si clusters and the tendency is stronger for the
smaller Si crystallites. 

We have also investigated the core properties of dislocations in the nanoscale Si crystallites. The
properties of dislocations in Si clusters are also different from those of the bulk crystals. In a diamond cubic
crystal, the important dislocations are the 60o, screw, and 90o (edge) perfect dislocations [27]. The first one

Fig. 4. Atomic configurations of Si95 (a), Si76 (b), and Si165 (c and d)
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dissociates into 30o and 90o partial dislocations while the others split into a pair of 30o and 60o partial dislo-
cations, respectively. All the partials are separated by intrinsic stacking faults. These partials which have line
directions along <110> are believed to be reconstructed into a structure with no dangling bonds. The atomic
configurations of 30o partial dislocations in Si150 and in a bulk Si crystal are compared, and it has been found
that the reconstruction defect "solitons" can be seen near the center of the Si150 crystallite [13]. These point
singularity "solitons" in the small crystallites are formed by the atomic reconstruction, which are initiated
from the crystallite surface. Therefore, they are different in nature from those appearing along the dislocation
line in the bulk crystal, which are thermodynamic reconstruction defects. 

Fig. 5. Tensile tests of (Si6)n nanowires: unstrained nanotube (a) and
strained structures (b and c, with c being rotated by 90o with respect to b).

Fig. 6. Atomic geometry of Si nanowire including Σ = 9 (221) tilt grain
boundary (a); local electronic DOS of Si quantum wires without (b) and
with (c) Σ = 9 (221) grain boundaries. E, eV.
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In addition, we consider the factious Si nanowires composed of six-membered Si rings (Si6)n as
shown in Fig. 5, whose initial structure is suggested from the structure of type IV Si45 cluster. Under the
tensile stress, this type of nanowire exhibits the nonuniform deformation, and certain necking occurs near the
center region of the nanowire. The appearance and location of the necking depend sensitively on the size of
the wire, and we have found that the necking occurs near the edge of wires for larger sizes.

 We have also considered more realistic Si quantum wires with extended defects. This is simply be-
cause that the Si quantum wires synthesized by laser ablation often contain the kinks, twins, and grain
boundaries [39]. It is also known that the quality of the polycrystalline Si films depends on their texture [40]
because the tilt grain boundaries are generally believed to be electrically inactive. Therefore, it is of great
significance to investigate the atomistic and electronic structures of dislocations and grain boundaries in mi-
crocrystalline semiconductors. 

To calculate the electronic density of states (DOS) of nanocrystalline Si, we use the Chebychev mo-
ment method [38]. We consider the calculation of the DOS of an N × N Hamiltonian H, with eigenenergies
εn. In Fig. 6, we present the calculated atomic configuration (a) and electronic DOS of the Si nanowires,
without and with the Σ = 9 (221) tilt grain boundaries (b, c). One can see in Fig. 6 that for the quantum wire
with square (110) × (1

_
10) cross sections of a 10 × 10 monolayer, the band gap region becomes wider due to

the quantum size effects compared to that of the bulk Si crystal. It can also be seen that the Σ = 9 (221) tilt
grain boundary GB does not produce the prominent gap states. The similar conclusion of the non-appearance
of gap states is also reported for the tilt grain boundaries in bulk Si crystals.

3c. Semiconductor Heterostructure. Before going into the details of the PPM, we first estimate the
effective pair interaction energies between the constituent atoms in the system. The effective pair interaction
energies are very important quantities in discussing the thermodynamic stability of the alloy systems. For
instance, it is known that crystalline Si1-xGex mixture is a random alloy at room temperature, and this mixture
phase separates into Si-rich and Ge-rich phases below the critical temperature 170 < Tc < 240 K [19]. It is
important (but difficult) to investigate whether the tendency for phase transition is increased or decreased in
the strained superlattice or in the strained overlayers. Recently, it has been pointed out that the amorphous
network of a Si–Ge mixture, under thermodynamic equilibrium, does not phase separate. In the present study,
we investigate the segregation behavior in the semiconductor heterojunction by calculating the ordering en-
ergy ε [= εAA + εBB − 2εAB] between the constituent atoms, using the tight-binding electronic theory and orbital
peeling method [41−45]. 

To calculate the lattice relaxation around solute atom, we use the TB scheme proposed by Li and
Myles [46]. According to their TB scheme, the diagonal-matrix elements are taken to be proportional to the
atomic energy differences of the impurity atom and the replaced host atom

∆υII = βi (εI
i − εH

i ) ,

where i = s and p, εI
i and εH

i  are the atomic energies of the impurity atom and the host atom for orbital i; the
proportional factors are taken to be βs = 0.8 and  βp = 0.6. The off-diagonal matrix elements of the defect
potential is based upon Harrison’s scheme for the nearest-neighbour transfer-matrix elements of the host
Hamiltonian. They are scaled as the inverse of the bond length squared. We assume that the same scaling
rule holds for the transfer-matrix elements of both the solute containing and the perfect crystals. Since the
off-diagonal matrix elements of the defect potential are differences in such transfer matrix elements, this al-
lows them to be written as

∆υIH = − Ci [(dI)
−2 − (dH)−2] .

We also take into account the modification of the scaling laws of the TB parameters at the strained overlay-
ers [47−49].
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The change in the band structure energies ∆F due to introduction of the local perturbation (point de-
fect) is calculated from the following formula

∆F = ∫ 

EF

 (E − EF) ∆ρ (E) dE = −  ∑ 
il

 Zil +  ∑ 
il

 Pil − (NP − NZ) EF +  ∑ 
il

 Zil
0 −

−  ∑ 
il

 Pil
0 + (NP

0 − NZ
0) EF ,

where Zil(Zil
0) and Pil(Pil

0) are the zeros and poles of the Green’s function  corresponding to a recursion start-
ing from a coordination sphere i + 1 as if the previous coordination spheres were absent. NZ (or NZ

0) and NP

(or NP
0) are the total numbers of zeros and poles of the crystal including the local perturbation (or without it).

We perform the calculations of ∆F for single impurity as well as for a pair of the impurities and derive the
pair interaction energies between them. 

The ordering energies of SixGe1-x mixture are calculated to be 19 meV and 35 meV for the unrelaxed
and relaxed atomic configurations, respectively. The order of magnitude of these ε values may be compared
with the enthalpy of formation ∆H(a-Si1-xGex) = –14 meV/atom (x = 0.5) for the amorphous a-SiGe alloy at
100 K calculated by Tzoumanelas and Kelires [19]. 

Using the effective pair interaction energies derived by the TB orbital peeling method and the PPM
for the interface relaxation, we have performed some calculations on the interface disorder of SiGe/Si(001)
system. The relaxations of the semiconductor heterojunctions are investigated for both the superlattice struc-
tures and the deposited films on the substrate. In Fig. 7, we present the calculated profiles of semiconductor
heterojunction with diamond cubic (001) interfaces using the effective interaction energies appropriate for the
SiGe/Si(001) systems. We made the general assumptions that the jump probabilities of species A (Si) and B
(Ge) are the same, and made εAA = εBB, where εij is defined as the energy needed to break an i−j bond. In
the TB orbital peeling method, we obtained 4ε = εAA + εBB − 2εAB > 0 for SiGe/Si(001) system. This implies
that A(Si-rich) and B (Ge-rich) phases separate at low temperatures. Taking into account the critical tempera-
ture of phase separation, we choose 2ε ⁄ kT = 0.12 for the present calculation so that the equilibrium profile
is uniform throughout the system. In Fig. 8, we also present the calculated profiles of the superlattice struc-

Fig. 7. Relaxation of composition profile (diamond cubic structure) ob-
tained by integration with the initial composition of xn(1) = 0.2 at the
flat bottom and 0.8 at the flat top for different time steps from 5000 to
60,000 in an arbitrary time interval.
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tures with fcc(001) interfaces. For this system, we choose 2ε ⁄ kT = 0.15, indicating also that the equilibrium
profile is uniform throughout the system. 

Summarizing the example calculations of the relaxation of semiconductor heterojunctions, we have
found the following characteristic features:

(i) At the initial stage of relaxation of a sharp profile, overshooting of the profile occurs. 
(ii) Near a sharp junction profile, the atom flux changes sign during relaxation. 
(iii) Near the junction, the chemical potential gradient becomes zero at a time t* different from that

of the atom flux. There is a time period in which atoms do not flow downhill along the chemical potential
gradient.

(iv) The local chemical potential gradient in a nonequilibrium state depends not only on the density
gradient but also on atomic pair correlation. 

(v) While the overshooting is occurring, the free energy of the entire system monotonically decreases.
(vi) The overshooting can be understood by a kinetic reasoning as due to the repulsion of atoms.
 Furthermore, we have also found that the interface disorder influences quite significantly the elec-

tronic and optical properties of the semiconductor heterostrucutres. Even for the very early stage of the junc-
tion relaxation, i.e., after D100 time steps, the electronic states of the heterojunction are influenced
significantly by the interface disorder compared with those of the sharp interface. We have found that when
one of the atoms in the core of the misfit dislocations (both 1/2 <001> (001) edge type and 60o shuffle set
dislocation) in GaAs/ZnSe(001) system is changed by interface mixing, the dislocation induced gap state is
drastically altered, it even leads to the disappearance of the gap states [21]. This indicates that the appearance
of electronic bound states of the misfit dislocations must be calculated on the basis of the precise atomic
geometries in the core region of the misfit dislocations. 

We now briefly summarize the calculations of the present subsection. We have studied the semicon-
ductor heterostructures with ideal interfaces as well as those with interface disorder. The atomic disorder at
the interface is investigated using a vacancy mechanism of diffusion. The PPM is formulated for the two
types of the semiconductor heterostructures, the semiconductor superlattices and deposited films on the semi-
conductor substrates. For the relaxation process, it has been suggested that the large and measurable interlayer
mixing occurs at the Ge/Si(001) heterojunction at the initial stage of the relaxation. For heterojunctions like
GaAs/AlAs(001) we allow cationic intermixing, which very likely takes place during the growth process. For
treating the interdiffusion in the (001) direction of zincblende structure, we simply take one of the sublattices.
We have found that the interface disorder influences quite significantly the electronic properties of the semi-

Fig. 8. Relaxation of composition profile (fcc structure) obtained by inte-
gration with the initial composition of xn(1) = 0.15 at the flat bottom and
0.85 at the flat top for different time steps from 450 to 150,000 in an
arbitrary time interval.
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conductor heterostructures. The present atomistic simulation is also of significance, as a first stage, to treat
more general junction geometries like (113) heterostructures.

4. CONCLUSIONS

We have studied the atomistic and mechanical properties of nanoscale semiconductor crystallites,
using the O(N) TBMD method. This method is very efficient and reliable scheme to study properties of large
scale systems. The properties of extended dislocations like dislocations and grain boundaries in nanoscale ma-
terials depend sensitively on the size of the crystallites and differ significantly from those of the bulk mate-
rials, especially in semiconductor clusters due to the nanoscale "image effects". It has also been found that
the edge dislocation whose core is characterized by pentagon-heptagon pair acts as the center for the stress
concentration and contribute to the plastic deformation far below the stress level than the critical stress of
CNT including no defects. 

In the present study, we have also considered semiconductor (001) heterostructures with ideal inter-
faces as well as those with interface disorder. For heterojunctions like GaAs/AlAs and ZnSe/GaAs, we allow
cationic intermixing, which very likely takes place during the growth process. For treating the interdiffusion
in the (001) direction of zincblende structure, we use a vacancy mechanism of diffusion and simply takes one
of the sublattices. We have found that the interface disorder influences quite significantly the electronic prop-
erties of the semiconductor heterostrucutres. The present atomistic simulation is also of significance, as a first
stage, to treat more general junction geometries like (113) heterostructures.

NOTATION

U, total energy of the system; εk, band structure energy of kth occupied state; t, time; φ, repulsive
potential; rij, separation between atoms i and j; P, path probability function; N, number of lattice points; n,
plane position; θi, oscillation frequency of ith atom; εij, pair energy; a, lattice constant; Na, number of atoms;
F, band structure energy. Subscripts: el, electron; rep, repulsive; u, upward jump of an atom; d, downward
jump of an atom; pt, point; I, impurity; H, host.
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